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Abstract 

Automatic Speech Recognition (ASR) systems are quickly becoming a crucial element in supporting healthcare providers, 

improving the flow of information among medical teams, and enhancing the patient's experience. However, to be fully 

supportive, these ASR systems must meet certain requirements dictated by market realities: high accuracy of speech recognition 

and low rate of errors, the possibility of additional training the model, and the possibility of on-premise system installation. 

Therefore, the aim of this paper is to perform a comparative analysis of leading ASR systems available on the Polish market for 

the needs of conducting medical interviews. We selected three systems, Google ASR, Microsoft ASR, and Techmo ASR, and we 

compared their performance on a prepared data set of medical-related expressions spoken in Polish. The results of our analysis 

indicated that there are minor discrepancies in the accuracy of speech recognition between all three evaluated ASR systems, 

whereas only two ASR systems met the raised requirements, in both cases partially. Still, they all exhibited specific problems in 

recognising word endings or word boundaries. We were able to categorise such problems into: Misrecognitions, Quality 

Problems, and Word Boundaries, varying in their level of influence on the further speech recognition process. Our research 

findings are expected to provide valuable insights to a wide range of stakeholders facilitating the development of tailored speech 

recognition solutions that meet the specific needs of medical sector. 
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1. Introduction 

Speech recognition is the process in which a computer program identifies words in spoken language and converts 

them into a text format. Recent advances in artificial intelligence and machine learning, as well as the increasing 

computing power and memory capacity of computer technology, have enabled the development of various human 

speech recognition systems, also known as Speech-To-Text (STT) or Automatic Speech Recognition (ASR). Most 

popular examples of such solutions include [5,8,16,19,21,23,27]: Google Cloud [Google ASR], Microsoft Azure 

Cloud [Microsoft ASR], Nuance Communications Cloud [Dragon STT], OpenAI [Whisper ASR], Phonexia 

[Phonexia STT], Techmo [Techmo ASR], Rev AI [Rev AI ASR], and others. 

While ASR systems can produce accurate transcriptions, their performance can vary greatly in terms of Accuracy 

and Word Error Rate (WER) measures. The ASR Accuracy is measured as the percentage of correctly recognised 

words that are transcribed in a given utterance. Typically, it falls within the range of 70% to 95%. The ASR WER is 

measured as the percentage of transcription errors in the recognised speech, and in a given voice sample it can range 

from 8.53% to as high as 34.90% [7]. It is important to note that the Accuracy and WER of ASR systems may be 

influenced by various factors beyond the clarity of the spoken language itself. 

The processing speed and accuracy of speech recognition depend on several key factors, such as [2,11,13,14,15]: 

 type of the natural language used in the speech, 

 topic range of the speech (e.g. colloquial or specialised vocabulary), 

 speaker's ethnic origin and accent, 

 potential background noise and acoustic disturbances, 

 models, algorithms and approaches used in speech recognition (e.g. the size of the vocabulary, the specification 

of the grammar, etc.). 

ASR systems have come a long way in overcoming various challenges related to recognising everyday 

conversational language, colloquialisms, and regional dialects, as well as speech on diverse topics with a broad range 

of vocabulary. These systems have also made strides in recognising speech with varying acoustic properties, flawed 

speech, extended utterances, and even speech that contains pauses, repeats, and sudden interruptions [10,24,25,26]. 

However, the level of success in speech recognition may still vary depending on the complexity of the speech. 

The literature analysis performed by the authors showed a small number of studies focusing on the comparison of 

the quality of various ASR systems in general medical applications, and in particular a severe lack of studies 

centering on the comparison of ASR systems available on the Polish market for the needs of medical interviews and 

taking into account interlocutors using colloquial Polish language. In the world of healthcare, there are already 

existing examples of cutting-edge ASR solutions that have been successfully implemented to support patients, 

streamline administrative processes, and improve healthcare facilities management. However, despite their potential 

to revolutionise the medical field, these ASR solutions are frequently presented and described by commercial 

sources in the form of company reports, testimonials, or white papers, yet they are rarely discussed in scientific 

research [20]. Therefore, there is a need for comparative studies of currently available ASR systems, with a specific 

emphasis on measuring their performance, scalability, and ease of access in healthcare delivery. 

Hence, the aim of this study is to fill the research gap described above, as well as significantly improve the 

system for the automatic customer service functioning within the Omni-Chatbot Platform (OCP) developed by 

SOVVA SA, by conducting a comparative analysis of Google ASR, Microsoft ASR, and Techmo ASR - systems 

selected among the leading ones on the Polish market. The criteria for selecting these three ASR systems were based 

on their potential for wide application in the healthcare industry, specifically, the recognition of medical-related 

utterances while assuming that Polish colloquial language would be used by the interlocutors. The outcomes of this 

comparative analysis will facilitate the selection of the most optimal ASR solution, not only considering the 

performance for Polish expressions' recognition, scalability, and accessibility, but also addressing the need of further 

integration with the above-mentioned OCP system. The target OCP system aims to conduct a preliminary medical 

interview (pre-triage) and to identify the patient's intention of contact by analyzing their natural, colloquial language. 

This paper is organised as follows. Section 2 presents an overview of the available literature in the context of 

speech recognition systems from the perspective of general medical applications. Section 3 describes the 

methodology adopted for the implementation of this study, as well as the course of the research. Section 4 reveals 

the results of the research. The summary and conclusions are included in Section 5. 
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2. ASR systems in medical applications – related work 

The field of speech recognition technology is evolving at a rapid pace, resulting in increasingly accurate and 

reliable ASR systems. As these systems continue to undergo intensive development, the rate of errors during 

recognition process is decreasing. However, it is important to note that the quality of existing voice recognition 

systems varies widely, with some of them struggling to accurately transcribe certain words. 

In 2020, a group of researchers at the University of South California conducted a comprehensive study 

comparing the accuracy of various, publicly available, commercial and scientific ASR systems [7]. These included 

systems developed by Amazon, Apple, Google, IBM, Microsoft, and Kaldi, which were tested on seven sets of 

English voice data across six different dialogue domains. The voice data sets consisted of spontaneous speech 

recordings of real conversations, making the study highly representative of real-life scenarios. The researchers used 

WER as the primary assessment measure. The study revealed that even the most sophisticated ASR systems still 

make a significant number of transcription errors, especially in areas that require recognition of specialised 

vocabulary or spontaneous colloquial speech. 

A comparison of these recent studies with earlier research [17,28] on similar data sets clearly indicates that over 

the last few years significant advancements have been made, particularly with the integration of deep learning 

techniques in the ASR technology. However, researchers emphasise the importance of considering the field of 

application and context when selecting the most optimal speech recognition solution. This highlights the need for 

developing tailored systems that cater to specific requirements, such as the application domain and context of using 

speech recognition, in order to select the most efficient solution, which consequently enhances service quality. 

For the researchers exploring innovative ways to streamline medical documentation and ultimately improve the 

quality of patient care, the ASR systems have been the subject of research with a particular focus on the processing 

of digital clinical records. This includes voice notes recorded by doctors and nurses, as well as voice records 

summarising hospital discharges [1,9]. With the rise in adoption of voice recorders supported by transcription 

systems for digital clinical documentation, there has been a surge of interest in the impact of ASR technology on 

medical practice and healthcare professionals. This has led to extensive research aimed at understanding how ASR 

technology can help healthcare providers streamline their workflows and deliver better patient care [22]. With the 

advent of cloud solutions, the possibilities of automatic speech processing for real-time transcription during medical 

interviews are intensely being explored by researchers. The hypothetical scenarios of conversations between doctors 

and so-called simulated patients, i.e. trained actors playing the role of patients in medical situations, are being used 

for such research [4,6]. This development marks a shift in focus, with researchers now looking at improving the 

accuracy and efficiency of ASR systems in processing real-time medical conversations. 

A recent study conducted by a team of researchers led by Kim, Liu, and Calvo [12] examined the performance of 

five ASR systems for transcription quality in the medical field. The study evaluated the online platforms - Google 

Cloud, IBM Watson, Microsoft Azure, Trint, and YouTube – in the scope of their embedded ASR systems. The 

voice data sets were derived from 12 medicine students' interactions with two simulated patients, resulting in a total 

of 24 teleconsultations. Since the beginning the researchers assumed that manual transcriptions would outperform 

automatic transcriptions in terms of accuracy, and the study's findings confirmed this hypothesis. Still, automatic 

processing, despite its error-proneness, offers advantages in terms of efficiency and cost-effectiveness. Interestingly, 

among evaluated ASR systems, YouTube's ASR system surpassed other cloud-based solutions in terms of word 

recognition accuracy, highlighting the platform's superior performance in the field of medical-related transcription. 

3. Proposed method 

The main research objectives of this paper, aiming at the comparative analysis of three ASR systems selected 

among the leading ones on the Polish market, are: 

 verification of the quality of speech recognition measured on a prepared data set of medical-related expressions 

recorded in Polish colloquial language, 

 verification of the possibility of additional training the speech recognition model with the specificity of Polish 

everyday language in medical-related applications, 

 verification of the possibility of installing the speech recognition model as on-premise software. 
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For evaluating the quality of speech recognition we applied the following metrics: Accuracy, WER, Levenshtein 

editing distance algorithm and Jaro-Winkler similarity. The Accuracy measures the percentage of correctly 

recognized words in a given utterance. The WER indicates the percentage of incorrect words in the transcription of a 

given utterance. Both the Levenshtein and Jaro-Winkler methods measure the degree of similarity of the two strings, 

however they have different underlying algorithms and approaches. The Levenshtein algorithm calculates the 

minimum number of changes required to transform two comparable character strings into identical ones by 

inserting, replacing, or deleting characters. The lower the editing distance, the higher the degree of similarity of the 

two strings [18]. The Jaro–Winkler similarity is the weighted sum of percentage of matched characters from each 

string and is not based on the editing distance like Levenshtein measure [3]. The higher the Jaro-Winkler similarity, 

the higher the similarity of the two strings. 

We took into consideration several factors while selecting three ASR systems among the leading systems on the 

Polish market. These factors included the system's popularity in research practice, its proven performance, 

scalability potential, and ease of access. Based on these considerations, and after analyzing the publicly available 

technical data and documentation, we have selected for comparative analysis: 

 Google ASR system (manufacturer of Google Inc.), 

 Microsoft ASR system (manufacturer Microsoft Inc.), 

 Techmo ASR system (manufacturer Techmo sp. z o.o.). 

In order to accomplish the research objectives outlined earlier, we initially implemented the Application 

Programming Interface (API) to facilitate the testing of each ASR system. Following this, a data set consisting of 

medical-related expressions was prepared for a comprehensive comparative analysis. The data set was created on the 

basis of a text collection of 19,000 categorised medical-related expressions provided and owned by SOVVA, the 

company leading the research project. Examples of such expressions include: "odczuwam różne dolegliwości 

jelitowe", "boli mnie opuchlizna po ukąszeniu", "w ranie jest jakaś sącząca i krwista wydzielina", "czuję taki dziwny 

ucisk w klatce", "mam czerwoną krostkę na wewnętrznej powierzchni policzka", "codziennie rano mam okropny 

napad duszności", "występują u mnie wahania ciśnienia krwi", "widzę takie tęczowe koła i mroczki przed oczami", 

"czy można ten lek dostać w syropie", "proszę o zapisanie leków na ból głowy" etc.  

From this collection, medical experts (participating in the research project) selected the 1,000 expressions most 

commonly raised by patients during visits to doctors' offices. They encompassed both colloquial terms and those 

conforming to medical-related nomenclature, indicating various medical conditions such as pain, injury, rash, shiver, 

swelling, tingling, burning etc. Examples of such expressions include: "narastający ból", "opuchlizna", "rany na 

skórze", "krosty z ropą na skórze", "duszności", "spadek ciśnienia", "szumy w uszach", "mroczki przed oczami", 

"drżenie rąk", "częste oddawanie moczu", "uczucie mrowienia na przedramieniu", "pieczenie w przełyku", "problem 

z krzepnięciem krwi", "problemy ze snem" etc. These selected expressions were then recorded into 1,000 audio files 

and uploaded to an FTP server for testing. Recordings were prepared according to a set of following rules: 

 Each file contained a recording of a single phrase (expression or word), recorded by three individuals of different 

genders, representing distinct regions (north and south of Poland), and varying in age (between 30 and 50 years), 

 The files were saved in the WAV format with the following parameters, commonly used for speech recognition 

tasks: channels – 1 (mono), sample format – 16-bit PCM encoding, sampling frequency – 16,000 Hz. The audio 

sampling rate for utterances was set to 16 kHz to facilitate precise laboratory analysis. While the standard rate of 

8 kHz is sufficient for basic voice recognition over the phone, the higher rate of 16 kHz provides more accurate 

representation of the audio signal [11], 

 For each recording, a TXT file was created with the mapping: file_name – recorded_phrase, e.g.: 001.wav – 

osteoporosis or 002.wav – erosion. 

Subsequently, the audio files created according to the aforementioned rules were processed by each ASR system 

using the pre-implemented API. The resulting text transcripts were then compared and analysed using proposed 

measures (Accuracy, WER, Levenshtein editing distance algorithm and Jaro-Winkler similarity) to evaluate the 

overall quality of speech recognition of each ASR system. 
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4. Research results 

Firstly, we present the combined results of the technical capabilities of the ASR systems, that aim at accessibility 

for the benefit of the end customer. The following Table 1 summarises the research findings, including: 1) 

verification of the possibility of additional training the speech recognition model, and 2) the verification of the 

possibility of on-premise installation of the ASR systems. These findings are based on the analysis of technical 

specification and publicly accessible documentation provided for each ASR system, as well as experimental 

attempts to additionally train these systems and install them in the infrastructure of the end customer. 

     Table 1. Technical capabilities available for the end customer by individual ASR system. 

 Google ASR Microsoft ASR Techmo ASR 

Possibility of additional training No Yes Yes/No* 

Possibility of on-premise installation No No Yes 

Source: own elaboration. 

* In the case of the Techmo ASR, it is possible to additionally train the speech recognition model only as a paid service provided by 

the Techmo team. The user of the system has no possibility of fine-tuning one’s own model. 

 

Table 1 shows that only the Techmo ASR system offers a possibility of additional training of the model 

(available as a paid service provided by Techmo) and an on-premise installation. Although Microsoft ASR allows 

additional training of the model, it cannot be installed on-premise. Google ASR, on the other hand, does not fulfill 

either of the two technical aspects. Based on additional experiments with ASR systems, it was also found that the 

detection of specific expressions in the Google ASR system can be improved by controlling the built-in pre-defined 

dictionaries of spoken expressions. Microsoft ASR does not support such functionality at all, while Techmo ASR 

does not provide any information on the possibilities in this regard. 

Subsequently, we present the findings from the examined ASR systems in terms of the overall quality using 

proposed measures. The results obtained from a data set of 1,000 recordings of medical-related expressions indicate 

a speech recognition Accuracy of over 86% by all the tested ASR systems, with a discrepancy of only 1.7% between 

the best and worst result. However, it is important to note that these tests were conducted under controlled 

laboratory conditions, without taking into consideration external factors such as noise or interferences that could 

occur during a real-life conversation in a room or over the phone. The following Table 2 summarises the Accuracy 

levels exhibited by ASR systems. 

     Table 2. The Accuracy of speech recognition by individual ASR system. 

 Google ASR Microsoft ASR Techmo ASR 

Accuracy 88.1% 86.4% 87.5% 

Source: own elaboration. 

 

The Accuracy measure, as well as WER that represents the percentage of incorrectly recognized words, concerns 

speech recognition at the whole word level. In order to measure the recognition at the single character level, the 

Levenshtein and Jaro-Winkler methods were further applied. In principle, Levenshtein's measure of editing distance 

is a value expressed in the number of changes needed to unify two strings of characters, while the Jaro-Winkler 

measure is the degree of similarity of two strings expressed in the range from 0 to 1. As values of all applied 

measures are variously expressed, in order to be able to compare them using a single indicator, the results were 

standardized to ultimately show the percentage similarity between original recorded utterance and recognized 

transcription. According to the result of the Kolmogorov-Smirnov test, there is no significant difference between the 

distributions of recognition similarity for the three ASR systems in terms of the Levenstein, Jaro-Winkler and WER 

measures, and all p-values are less than 0.05. In the analysis of recognized expressions, the WER and Jaro-Winkler 

measures gave identical results and were each time higher than the Levenshtein-based similarity percentage. The 

best, average and worst result remained the same, subsequently: Google ASR, Techmo ASR and Microsoft ASR, 

regardless of the measure used, as shown in the Table 3. 
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     Table 3. Percentage similarity of recognised expressions by individual ASR system. 

 Levenshtein Jaro-Winkler WER 

Google ASR 83.35% 90.83% 90.83% 

Microsoft ASR 81.75% 88.37% 88.37% 

Techmo ASR 82.86% 89.40% 89.40% 

Source: own elaboration. 

 

The obtained speech recognition results also contained incorrect or incomplete words as output from the ASR 

systems. This created the opportunity to study various sorts of errors that appeared during the transcription of the 

speech to text. These ASR problems were categorised into three following groups: Misrecognitions (complex and 

difficult to handle in further processing), Quality Problems (complex but possible to handle in further processing), 

and Word Boundaries (relatively easy to handle in further processing). 

Misrecognitions refer to cases where the ASR system failed to recognise the recorded expression, either entirely 

or with a different meaning. Quality Problems refer to cases where the ASR system recognised the recorded 

expression with minor discrepancies that did not affect the meaning of the whole phrase. Finally, Word Boundaries 

refer to cases where the ASR system recognised the recorded expression properly, but some words (precisely 

beginnings or endings of words) were not correctly identified. Most representative examples of each category of 

ASR problems are listed below. 

 Misrecognitions: 

 not recognised at all: "omdlenia", "ścieńczenia", "pęcherzyca" 

 recognised with different meaning: "brak łaknienia"  recognised as: "brakło tchnienia" 

 recognised with different meaning: "problem z ukrwieniem oczu"  recognised as: "problem z ukrwienie moczu" 

 recognised with different meaning: "wściekłość"  recognised as: "zaległość" 

Quality Problems: 

 original: "zubożona mowa"  recognised as: "zburzona mowa" 

 original: "żwir w woreczku żółciowym"  recognised as: "żwir po woreczku żółciowym" 

 original: "plamy rumieniowe"  recognised as: "plamy rumień owe" 

 original: "złogi w pęcherzyku żółciowym"  recognised as: "złogi pęcherzyku żółciowym" 

Word Boundaries: 

 original: "stres pourazowy"  recognised as: "stres po urazowy" 

 original: "problemy z chodzeniem"  recognised as: "problemy schodzeniem" 

 original: "śpię w dzień"  recognised as: "śpiew dzień" 

 original: "niedosłyszenie"  recognised as: "nie do słyszenia" 

The following Table 4 summarises the composition of all these ASR problems. 

     Table 4. Percentage of specific recognition problem by individual ASR system. 

 Misrecognitions Quality Problems Word Boundaries 

Google ASR 73.2% 23.6% 3.2% 

Microsoft ASR 71.2% 14.8% 14.0% 

Techmo ASR 61.7% 26.6% 11.7% 

Source: own elaboration. 

 

According to the presented data, Techmo ASR had the lowest percentage of Misrecognitions as compared to 

Microsoft ASR and Google ASR. Specifically, Techmo ASR presented 61,7% of Misrecognitions towards 71,2% 

for Microsoft ASR and 73,2% for Google ASR. At the same time Microsoft ASR had the lowest percentage of 

Quality Problems as compared to Google ASR and Techmo ASR. Specifically, Microsoft ASR presented 14,8% of 

Quality Problems towards 23,6% for Google ASR and 26,6% for Techmo ASR. On the other hand, Google ASR had 

the lowest percentage of Word Boundaries as compared to Microsoft ASR and Techmo ASR. Specifically, Google 

ASR presented 3,2% of Word Boundaries towards 14,0% for Microsoft ASR and 11,7% for Techmo ASR. 
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Overall, Techmo ASR performed better in terms of the relation of Misrecognitions to the rest of recognition 

problems that do not affect further processing, i.e. Quality Problems and Word Boundaries. However it is worth 

mentioning that the data set was relatively small, comprising 1,000 expressions, hence, we were unable to discern 

more detailed patterns in the types of problems that each of the three ASR systems had. 

It is also beneficial to focus on the expressions that posed difficulties for all systems. Our research identified a set 

of words that were confused or falsely recognised by all three ASR systems simultaneously, i.e.: "świąd", "ból", 

"krosty", "krwiaki", "sinienie", "płaczliwość", "leki", "zauszne", "białka", "płonica", "omamy", and "urojenia". 

Another set of words were confused or falsely recognised by two ASR systems at the same time (in various pairs): 

"poronienie", "problem z", "plamy", "słyszę", "uraz", "kłykciny", "utrata", "przerosła", "poparzeniowa", 

"rozpadowe", "rozpadająca", "poty", "wściekłość", "punkcja", "łuski", "duże", "przymglone", "zmniejszceni", 

"rogowiec", "kolka", "przeczos", "kolki", "płacz", "krosta", "strup", "kiła", "ostre", "wady", "polipy", "sine", "ptsd", 

"usnąć", "dreszcze", "dokrwiona", "trudność", "przestawić", "oziębienie", "stres", and "schizofrenia". Furthermore, 

we identified errors that were mostly repeated by all three ASR systems, i.e.: "świąd", "krosty", "ból", "poronienie", 

"problem z", "białka", "kłykciny", "urojenia", "omamy", and "płonica". 

5. Summary and conclusions 

In this paper, after conducting a literature review and selecting three ASR systems among the leading systems on 

the Polish market, we compared the performance of Google ASR, Microsoft ASR, and Techmo ASR systems in 

recognising colloquial Polish speech related to medical topics. The results reveal a speech recognition Accuracy of 

over 86% exhibited by all three ASR systems, with a discrepancy of only 1.7% between the best and worst result. In 

the comparative analysis using not only Accuracy measure, but also WER, Levenshtein editing distance algorithm 

and Jaro-Winkler similarity of recognized expressions, the best, average and worst result remained the same, 

subsequently: Google ASR, Techmo ASR and Microsoft ASR, regardless of the measure used. 

As there were only minor differences in overall speech recognition performance among all ASR systems, thus the 

possibility of additional training the speech recognition model of the individual ASR system and the possibility of 

its on-premise installation became critical considerations. We found that only two ASR systems met the raised 

requirements, however in both cases partially: Microsoft ASR and Techmo ASR. The first has no possibility of on-

premise installation, and the latter offers a paid service provided by the Techmo team for an additional training. We 

hereby concluded, that it is beneficial to use both Microsoft ASR and Techmo ASR systems for medical interviews 

conducted in Polish language, and the final choice of the system depends on the very specific needs of the end 

customer, namely the preference for on-premise installation or the need to additionally train the speech recognition 

model.  

The presented study may efficiently support the selection of the appropriate ASR system in the medical sector. It 

indicates further directions to automatically conduct initial diagnostics and medical interviews in healthcare units 

with minimal human support, which can be highly beneficial especially during epidemics and/or with limited 

organizational resources. We hope that our findings will prove valuable to consumers, beneficiaries, and designers 

of dedicated ASR solutions, especially in terms of recognising Polish colloquial speech in the conversational 

systems and voice interfaces used depending on the identified needs of a given sector of operation. 
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